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0. Foreword by Fefferman. The goal of this article is to acquaint readers with 
analysis and geometry on smooth domains in CM. For domains with the simplest 
geometry (strictly pseudoconvex) a wealth of deep results came to light during the 
1970s, and we restrict attention to this case. The state of our knowledge of more 
general (weakly pseudoconvex) smooth domains is much more primitive, although 
some outstanding results are known, notably on the Cauchy-Riemann equations 
(Kohn [40]) and the Poincaré metric (Cheng-Yau [10]). A natural problem is to 
extend the results presented here to more general domains. 

One of our main themes is the close connection between the analysis and local 
geometry of domains. To understand the picture requires a lot of elementary 
background in geometry and differential equations. For completeness we have 
included a long exposition (Chapters 2-5) of the relevant background. Chapter 1 
gives a brief introduction and Chapter 6 a detailed introduction to domains in Cw, 
and finally Chapters 7-12 present the main results. 

This paper grew out of a course I gave at Princeton during 1979-80, with notes 
taken by Beals and extended by Grossman. The contributions of both Beals and 
Grossman are pervasive, but responsibility for any errors lies with me. Since the 
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course was given, relevant important results were discovered, especially by 
Kuranishi and by Lee and Melrose. We have incorporated here statements of 
their results. I spoke on some of the material in this paper at the recent 
symposium in honor of Poincaré; much of the modern work is rooted in his 
seminal ideas. The reader should see the excellent brief survey article by Wells 
[66], also presented at the Poincaré Symposium and overlapping strongly with our 
long exposition. 

Special thanks are due Perry DiVerita, Lauri Hein, Maureen Kirkham, Annette 
Roselli, and Bonnie Tompsen who cheerfully typed the manuscript despite the 
pressure of a deadline long past due. 

In studying several complex variables, I profited greatly from the deep insights 
of my colleagues, and it is a pleasure to thank them here. I am especially grateful 
to S. Bell, J. Faran, J. J. Kohn, J. Moser, L. Nirenberg, D. H. Phong, E. M. Stein, 
S. Webster, and S. T. Yau. Without a vast amount of work by Beals and 
Grossman, this paper could never have been completed. Without forceful prod­
ding by F. Browder, it would not have been finished in the twentieth century. 

CHAPTER 1. BRIEF INTRODUCTION 
We shall study analogues in CM of familiar ideas in one complex variable. The 

topics are as follows: 
Cauchy-Riemann equations. A basic problem in several complex variables is to 

solve the inhomogeneous equations du = a with good bounds. Here u is a 
function of n complex variables zk = xk + iyk, and du stands for the n functions 
du/dzk — \(du/dxk + idu/dyk). The problem is important because, for instance, 
it allows us to patch local results into global theorems. To illustrate, let us try to 
find an analytic function F(z) on a domain D which blows up only at a single 
boundary point p. As a first step, we find such a function F0 defined only in a 
small neighborhood Uofp. Next, take a smooth cutoff function <J> supported in U 
and equal to one near/?, and set a — d(<t>F0). Now a is globally defined on D and 
has no singularities anywhere, since </> = 1 and F0 is analytic near p. If we can 
solve the 3-equations with good bounds, then we can find a nice function u which 
is singular nowhere and satisfies du = a. Therefore F = <f>F0 — u will be singular 
exactly at/?, and will be analytic in D since dF = d(<j>F0) — du = a — a = 0. 

The 3 equations are overdetermined—there are n equations for one function— 
so they can be solved only when a satisfies consistency conditions. Also, the 
solution u is obviously not unique. If d u = a and F is any analytic function on Z>, 
then also d(u + F) — a. So it is natural to try to solve du = a in D with the extra 
condition that u be orthogonal to the subspace H(D) of analytic functions 
Ç L2(D). This is called Kohn9s solution of du = a; it minimizes the L2-norm 
among all solutions. 

There is also a family of Cauchy-Riemann equations for analytic funtions on 
the boundary dD of a domain in Cn (n > 1). Imagine that F is a function defined 
in all of Cw, but whose values are known to us only on dD. We can easily 
calculate the derivatives of F in directions tangent to dD, but we do not know the 
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normal derivative dF/dn. Now suppose that F is analytic in a neighborhood of 
3Z>, so that we have the n Cauchy-Riemann equations dF/dzk — 0 on 3D. We can 
solve one of these equations for the missing derivative dF/dn, and then substitute 
the result into the remaining (n — 1) Cauchy-Riemann equations. Thus we obtain 
a system of (n — 1) partial differential equations for the restriction of an analytic 
functions F to 3Z>. One writes dbF = 0, and again we are interested in the 
inhomogeneous equation dbF = a on dD. 

Cauchy integral formula. The idea of solving du — a with u orthogonal to H(D) 
(the analytic functions) suggests that we study the orthogonal projection m\ 
L2(D) -» H{D). One shows easily that IT is given by an integral kernel, TT/(Z) = 
fDK(z, w)f(w) dw, where K is called the Bergman kernel. We shall explore the 
relation between the Bergman kernel and the geometry of the domain. The 
analogue of the Bergman kernel for the 8^-problem is the Szegö kernel K(z, w) 
which realizes the projection 

(1) vf(z) = f K(z, w)f{w) dw 

from L2(dD) to the subspace H2(dD) — (Boundary values of analytic 
functions in D). For the unit disc in C1, the right-hand side of (1) is 
(l/27T/)^|>v| = 1 / (w)/(z — w) dw. So the Szegö kernel is the analogue of the 
Cauchy integral formula for domains in Cn. 

Dirichlet problem. Just as analytic functions are closely related to harmonic 
functions in one complex variable, so the problems du = a, dhu = a are in­
timately related to certain second-order equations called D, D h. To see how these 
arise, let us try to solve du — a in D with u orthogonal to analytic functions. A 
natural way to produce functions orthogonal to everything analytic is to start with 
w in the domain of the adjoint operator 8* and set u = 3*w. If F is analytic, then 
(w, F) = (3*w, F) — (w, dF) = 0. The 3-equation therefore takes the form 

(2) dd*w = a, 

(3) w G Domain(8*). 

The global condition u JL H(D) has now been replaced by (3), which is a 
boundary condition for the second-order differential equation (2). Since (2), (3) 
come from du = a, we can hope for solutions only when a satisfies a consistency 
condition, which we write in the form dxa — 0. (Explicitly, du/dzk = ak can be 
solved only when da.j/dzk — dak/dzk = 0.) For general a, possibly not satisfying 
the consistency condition, we replace (2), (3) by the boundary-value problem 

(4) (83* + 8*â,)w = a, 

(5) w E Domain(3*), dxw E Domain(3f). 

This is called the 3-Neumann problem. It can be solved for general a and it 
reduces to (2), (3) when dxa = 0. One finds that the second-order operator (4) is 
basically the Laplacian, but the boundary conditions (5) are more degenerate than 
Dirichlet or Neumann conditions and require deep analysis. The analogous 
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construction for the ^-equation leads to a second-order equation D hw — a on 
dD. Here dD is a manifold without boundary, but D b is not elliptic. 

Riemann mapping theorem. Given two domains Z)„ D2 Ç C", we want to know 
whether there is an analytic mapping O which carries Dx one-to-one and onto D2. 
($ is called biholomorphic.) In more than one complex variable, the answer is 
almost always "no". For example, a ball is not biholomorphic to an ellipsoid. 
This leads to biholomorphic geometry, the study of those concepts on domains and 
their boundaries which are preserved under biholomorphic maps. 

The most interesting objects in the biholomorphic geometry of a smooth 
boundary dD are local invariants attached to points of dD, and a family of 
distinguished curves in dD called chains. The chains on the unit sphere S are the 
circles which arise by intersecting S with a complex line. On more general 
boundaries, the chains are solution curves of a system of second-order ordinary 
differential equations, much like geodesies on a hypersurface in R". 

The local invariants are not trivial to write down, but we can see at once that 
they exist. It is enough simply to count dimensions: To Nth order about /?, a 
boundary dP looks like {Re zx = fN(lm z1? Re z2, Im z3 , . . . ,Re zn, Im zn)} for an 
iVth degree polynomial fN. Thus dD is described to Nth order by a single TVth 
degree polynomial in {In — 1) variables. On the other hand, a biholomorphic 
map is described to Nih order by n polynomials of degree N in only n variables. 
For large TV, one checks that the space of all possible boundaries has much higher 
dimension than the space of all possible biholomorphic maps. 

It follows at once that many biholomorphic invariants may be attacked to the 
Taylor expansion of dD about/?. In particular, a domain D can be biholomorphic 
to the unit ball only if its boundary satisfies a system of nonlinear partial 
differential equations. We shall write down these equations explicitly. 

Schwartz reflection principle. A domain with real-analytic boundary may be 
written locally as D — (r(z, z) < 0} where r(z, w) is a convergent power series in 
the independent variables z, w. (For instance, if D is the ellipsoid 2y2X7 Re(zy

2) + 
| Zj |2 < 1, then we may take r(z, w) — 1j(Xjzj + Xjwf + ZJWJ).) The power series 
r(z,w) is determined by D up to multiplication by a nonvanishing factor, so the 
variety Vw — {z G Cn | r(z, w) — 0} is associated to D and w, independently of 
the choice of defining function r. In one complex variable, Vw is a point, and 
w -» Vw is a conjugate-analytic reflection across dD; thus we recover the usual 
Schwartz reflection principle. What we obtain in higher dimensions is much 
stronger. For, each Vw is a codimension-one variety, and the family S = {Vw | w 
G C"} is a biholomorphic invariant of the domain D. To see the power of this 
idea, suppose we try to classify the biholomorphic self-maps <È> of an ellipsoid. 
From the explicit r(z,w) above, we see at once that S is a family of quadric 
hypersurfaces, and O has to carry each quadric in S to another quadric in S. This 
is a severe restriction on 0; for most ellipsoids O has to be linear. 

Poincaré metric. On a domain D Q Cn we look for a metric of constant negative 
curvature which degenerates at dD. Such a metric (with constant negative Ricci 
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curvature) is given by 

ds2 = 2 Q a- l og -dZidz, , 
f^kdzJdzk u J 

where u is a solution of the complex Monge-Ampère equation 

(6) d e t j ^ - log !)=«-<-> in/), 
w = 0 at 3D. 

For the unit disc inC1 , u(z) = I — | z |2, and <&2 is the familiar Poincaré metric 
ds2 =\ dz |2/(1 — | z |2)2 . For suitable smooth domains D c C1, equation (6) has 
a unique solution w, which is known to be smooth in the interior. Near the 
boundary, u has an asymptotic expansion u ~ \p2f=0<j>k(^

n+l log \p)k, where <f>k 

are smooth functions on D and i//(z) = distance from z to 3D. In particular, 
u G Cn+2~£(D). The functions ^ carry a lot of information on the local 
biholomorphic geometry of 3D, and appear in the asymptotic expansion of the 
Bergman kernel. 

Throughout this article, we restrict attention to strictly pseudoconvex domains 
in Cn. This is by far the simplest class to study, and it includes many interesting 
examples. We recall the elementary definitions: A domain D is strictly pseudo-
convex if its Levi form is strictly positive definite at every boundary point. The 
Levi form of D = {z G Cn \ r(z) < 0} with r G C00, r' ^ 0 on dD is defined as 
the restriction of the quadratic form 

J,K J K 

to the subspace {(èk) G Cn | *2k(dr/dzk)(p) • ^ = 0}. It is defined up to constant 
multiples, independently of the choice of r. Unless the Levi form is at least 
semidefinite at every boundary point, every analytic function on D continues 
analytically into a fixed D+ D D. 

Our emphasis will be on the "big picture" and the interrelationships of the 
different ideas. A main theme is the analogy between domains D ç C " and 
curved Riemannian manifolds M: 

Simplest 
Case 

Analytic 
Problems 

Geometric 
Invariants 

Riemannian M 
Rn with Euclidean metric 

Laplace equation 

curvature 

Domains D 
unit ball 

3 ,3* ,D ,D 6 

Chern-Mosei 

In both settings, the strategy is to get a good understanding of the simplest case, 
then attack the general case either by approximating a curved M by a flat Rw, or 
by approximating 3D by a sphere. The analogy goes further than shown here, but 
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now it is time to present the background information. In Chapter 6 we return to 
give a more detailed summary of the several complex variables that is our main 
goal. 

CHAPTER 2. MECHANICS 
1. Newton's equations and canonical transformations. This chapter contains an 

introduction to those parts of mechanics which will be needed later in the 
discussion of pseudodifferential operators (t//DOs) and Fourier integral operators 
(FIOs). We begin by considering the dynamics of interacting particles with TV 
degrees of freedom, with masses mi9 and whose positions are described by vectors 
with components qt. If the particles interact to form a conservative system, then 
the force exerted on the ith particle can be expressed as -dV(q)/dqi9 for some 
potential function V(q). The dynamics are determined by Newton's equations 

(1) m , ^ = - ^ l , i=l,...,N. 

We can expose some of the symmetries hidden in this equation, by introducing 
the conjugate variables 

Pi = mtqi9 i = 1,...,#, 

and the Hamiltonian 

H(q9p) = T(p) + V(q)9 

where T(p) is the kinetic energy 

1 N v2 

i= l i 

In the new variables (ql9.. .9qN9 pl9.. .9pN) Newton's equations (1) become the 

Hamilton equations 

«o\ . 9 # . -dH 

(2) ft = ̂ , * = l ï " ' ' = 1 > —"• 

EXAMPLE. The Kepler problem is concerned with a particle of mass m confined 
to a plane and moving in a central field with potential energy V(r) = -k/r. In 
polar coordinates (/*, 0) the kinetic energy of the particle is 

T ^ l l ^ + r2Ó2). 

Recall that the angular momentum of the particle is mr2Ó. This suggests the 
coordinate transformation (the Legendre transformation) 

(3) (r,09r,0)-+(r,0,pr,p$)9 pr = mr9 p0 = mr20'9 

the kinetic energy is now 
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and the Hamiltonian becomes 

1 
(4) H=T+V=\p? + 

r 

(Assume that m — \ and the gravitational constant k = 1.) We shall see below 
that Hamilton's equations (2) still hold in terms of the newt 's , g's and H. Since 
the variable 0 does not appear in the Hamiltonian (such a variable is called 
cyclic), Hamilton's equations (2) imply 0 = -dH/dO = pe, i.e. the angular 
momentum pe — I is conserved. We can now integrate (3) to find 

(5) . = « ƒ * . 

Applying (2) again gives 

and so the total energy H = E is also conserved; hence from (3) and (4), 
r 2 / 4 + <*>0) = E> o r 

where co(r) — l2/r2 — \/r (the effective potential energy). Together the equa­
tions (5) and (6) provide a complete description of the path of the particle. 

Note that the first step in solving the problem is to change from rectangular to 
polar coordinates 

In rectangular coordinates the Hamiltonian involves all four variables (x, y9 x, y). 
Since none of the variables is conserved, we are not able explicitly to integrate the 
system in these coordinates. This suggests that we look for maps 0 # of phase 
space It2" = {(qx,.. .,qn, px,.. .,pn)} which preserves the form of Hamilton's 
equation. We will see in example (2) below that the coordinate change $ induces 
a map O* taking the Hamiltonian in the (x, y, x, y) variables into the Hamilto­
nian (4). This is why we are justified in using the coordinates (r, 0, pr, pe) to solve 
the problem. 

We begin by defining the Poisson bracket {F, G} of two functions F(q, p), 
G(q, p) on phase space 

fi\ rr r \ - \ I dF dG dF dG\ 
(7) {F'G] = *Awkwrwkw>y 
Consider an integral curve t -* z(t) = (q(t), p(t)) of Hamilton's equations (2) 
and the restriction of a function F(q, p) on phase space to this curve. 

PROPOSITION 1. 

(*) ^(z(t)) = -{H,F}(z(t)). 
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PROOF. 

We define a canonical transformation 0 : R2n -> R2n to be a map of phase space 
which preserves the Poisson brackets, i.e. 

{F,G} o $ = { F o O , G o O } . 

If we let F be one of the variables qi9 pi9 we see immediately from Proposition 1 
that equation (*) characterizes Hamiltonian paths, so that canonical transforma­
tions preserve the form of Hamilton's equations. 

EXAMPLE 1. 

(8) *:(q,p)^(Q,P)=(-P>q). 
Since a canonical transformation $: (#, p) -* (Q(q, p), P(q,p)) preserves 

Poisson brackets, we find after comparing the Poisson brackets (P, Q} and 
{p, q} that 

(9) [PJ9 Pk] = {QJ9 Qk} = 0, [PJ9 Qk) = 8Jk. 

Conversely, we see by checking the definition that if (9) holds then the trans­
formation is canonical. Equation (9) is a system of quadratic equations for the 
elements of the Jacobian matrix <£'; in fact, these equations are just a restatement 
of the matrix equation 

(10) ( * ' ) ' ' ( * ' ) = ' , 
where J = (_? o)- A matrix A is called symplectic if A1 J A — J. We have 

PROPOSITION 2. $ is canonical *=>$>' is symplectic at every point. 

A simple calculation shows that a symplectic transformation preserves volume 
and orientation. 

We will also need a third means of characterizing canonical transformations. 
This involves the symplectic form 

n 

(11) « = 2 dpkf\dqk. 
k=\ 

A straightforward calculation shows 

PROPOSITION 3. O is canonical «* 0*a> = w. 

EXAMPLE 2. A map $: # -» Q(q) of just the position variables extends to give a 
canonical map 

(12) **:(q,p)^{Q,P)={*(q),[(*'(«))Vp)-

Indeed, it suffices to check that 

(13) lpkdqk = ^PkdQk, 
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since the exterior derivative of this equation gives l*dpk A dqk = 2dPk A dQk as 
required. We have 

2PkdQk=(P9dQ)= (P9*'(q)dq) = ((V(q))'P9dq). 

Therefore if we put p = ($'(q)yP or P = [($'(tf))TV>> (13) holds and (12) 
becomes a canonical transformation. Note that $ # sends the Hamiltonian 

2 ** 2m , 
j J 

into the Hamiltonian 

H = \^àg
ii{Q)PiPj+V(Q), 

ij 

where l^qj = S^fc/OÔ/Oy, giJ = (ft,-)"1 and K(g) = F(?). We can now 
finish our discussion of the Kepler problem. The change of variables O: (x, y) -> 
(r, 0) into polar coordinates induces a canonical transformation <I># carrying the 
old Hamiltonian into the Hamiltonian (4). We are therefore justified in using the 
coordinates (/*, pr9 0, pe) when calculating the orbit of the particle. 

EXAMPLE 3. We end this section by giving one final example of a canonical 
transformation. This is a transformation used by Sundmann in a regularization of 
the three-body problem. We begin by considering two bodies in R1 separated by a 
distance q and put p — q. The Hamiltonian for gravitational attraction is 

H = p2-l/q, 

and we know that H remains constant as /?, q evolve by Hamilton's equations. 
Thus, H = E where E is the energy. For small q, this yields q2 ~ \/q and so 
q ~ q~l/2 or q3/2 — t. This gives 

q~t2'\ p~rx'\ 

The map 

(14) Q:(q,p)^(Q,P) = (-p2q,\/p) 

satisfies dP f\dQ — (-l/p2)dp A -p2dq = dp A dq and is therefore canonical. In 
these new coordinates, P ~ /1/3 , Q ~ 1 as we approach a collision at time t = 0. 

The treatment of the three-body problem is simplified by using a change of 
clock. Suppose first that H = 0 on the path we are interested in. If we use a new 
Hamiltonian H -> i7//, Hamilton's equations become 

dt dp; ' A 3#z ' 

and we are led to the change of variables / -+ T SO that dr = rf//F. In the general 
case, we have H — E = 0 along a given Hamiltonian path and so we can make a 
change of clock by using a new Hamiltonian 

(15) H->F(H-E). 
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After these preliminaries we now turn to the three-body problem itself. We 
assume that two of the bodies are near collision, while the third body is well 
separated from the other two. Let qx, q2, q3 measure the displacement between the 
two nearby bodies and put/?, = qi9 i = 1,2,3. The Hamiltonian is 

(16) H=p\+pl+ p\ - — ^ — + Junk. 

Along a given Hamiltonian path H is conserved, H = E. We introduce the 
canonical transformation 

(17) * : (q, p) - (Q, P) = (L(p)q, p/\\p\\2), 

where L(p) is the linear transformation L(p) = [(dP/dp)']'1 = \\p\\2R 9 and 
Rp denotes reflection through the plane normal to p. This satisfies \\Q\\ = 
Il p | |21| q || and sends the Hamiltonian (16) into 

H = \\P\\~2 - \\P\\-2\\Q\\-1 - E + Junk. 

After a change of clock (15) with E = || P ||2, this becomes 

(18) H=l- \\Q\\~l + | | P | | 2 ( J u n k - £ ) . 

Along our path we have H = 0, while near collisions \\p\\ » 1. Thus \\P\\ < 1 and 
Il Q ||_1 « 1 near the collision, and therefore H has a nice nonsingular solution. We 
can conclude that the solution of Newton's equations for the three-body problem 
continues in a natural way past simple collisions. This calculation will reappear in 
Chapter 11. 

2. Generating functions. In the last section we saw that there are at least three 
ways to decide whether a transformation is canonical or not. On the other hand it 
is not so clear how to construct canonical transformations. One means of doing 
this is to use generating functions. Given a canonical transformation 

*:(q,p)-*(Q,P), 
consider the graph of O 

r={(q,p,Q,P):®(q,p) = (Q,P)}. 

By Proposition 3 we know that on T 

rf(2ft*i + iPidQi) = -{2dPiA dqt ~ 2dPt A dQt) = 0, 

and we can conclude that locally there exists a function S on T such that 

2(qidpi + PidQi) = dS. 

Assume now that O is a small perturbation of the identity. This means that on T 
instead of the coordinates (q, p) we can use (p,Q). We have dS(p,Q) = 
I((dS/dpi)dpi 4- (dS/dQJdQ;) and therefore 

= dS(p,Q) p = dS(p,Q) 
q> dPi ' r ' 86, * 

The function S is called a generating function for the canonical transformation. 
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EXAMPLE. The identity map O: (q, p) -» (Q, P) = (q, p) arises from the gener­
ating function S{p,Q) — "ZpiQi. 

In fact each of the steps taking us from 4> to S can be reversed, giving us the 

PROPOSITION 4. If S(p,Q) is a small perturbation oflLPiQi, then defining 

M9Ï J=*S(p,Q) p = ZS(p,Q) 
1 ; q' dPi ' ' 3g, 

gives a canonical transformation 

*:(q,p)->(Q,P). 

PROOF. The graph 

r = {(q, p, g , P): equations (19) hold) 

is a manifold. Because S(p,Q) is a small perturbation of S/^ô,-, we can by the 
implicit function theorem use either (qi9 pt) or (pi9 Qt) as coordinates. In particu­
lar, T is the graph of a map $: (/?, q) -> (P, Q). By (19) the identity 

2PjdQj + 2<ljdPj = dS(p,Q) 
J 

holds on T. Therefore 

2dPjAdQj-24>jKdqj = 0 
j 

on r and $ is a canonical transformation by Proposition 3. D 

3. The Hamilton-Jacobi equation. Consider the transformation of phase space 

(20) * , : ( * , É ) - ( j M l ) 

defined by flowing along the integral curves to Hamilton's equations 

<2I> t = f ^ " ) ' 1? = i f <>•'>• >«» = *. i(o) = «. 
for a time /. This is called the Hamiltonian flow. 

PROPOSITION 5. The Hamiltonian flow (20) is canonical. 

PROOF. Note that we make this assertion only for small /, since we are only 
guaranteed a solution to (21) for small t. We want to show 

(22) O*co = <o. 

Using the semigroup property of $,: 0*+J<o = 4>*(0*o>) and differentiating with 
respect to s gives 

dtK ' } u=zt° 'odsy s ' u=0 

We see that we need only check that (22) holds to first order in t at t = 0. Since 

yj= XJ + 'W(x' ° + °(?2)' ">= ̂  + 'l? (*' l } + °('2)' 


